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1	Do-file	

	
	

2	Understading	Abstracts	

	

a)	

𝑆𝑇𝐸𝑀% = 𝛽( + 𝛽*𝑚𝑎𝑡ℎ% − 𝛽0𝑒𝑛𝑔𝑙𝑖𝑠ℎ% + 𝛽7𝑏𝑜𝑦% + 𝑢% 	

or	

𝐴𝑟𝑡𝑠𝑆𝑐𝑖𝑒𝑛𝑐𝑒𝑠% = 𝛽( − 𝛽*𝑚𝑎𝑡ℎ𝑠% + 𝛽7𝑒𝑛𝑔𝑙𝑖𝑠ℎ% + 𝑢% 	

	

We	see	that	the	dependent	variables	are	STEM	or	Arts	and	Social	Sciences.	It	depends	on	

what	we	want	to	estimate	either	STEM	or	Arts	and	Social	Sciences.	The	independent	
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variables	are	the	ranks	the	students	get	in	math	and	English	and	if	the	student	is	a	boy	or	

not.	In	the	text,	it	says	that	the	effects	of	subject	ranks	on	STEM	are	larger	for	boys,	that	is	

why	I	put	in	variable	boy	as	a	dummy	variable.	Math	has	a	positive	estimated	sign	in	the	top	

model	and	minus	in	the	second.	Vise	versus	for	English.	Boy	has	a	positive	sign	for	top	

model.	The	dataset	is	likely	to	be	a	cross-section.	It	seems	that	the	investigating	happened	at	

a	specific	time,	at	the	end	of	high	school.	They	have	checked	all	high	school	students	who	

apply	for	college	at	a	specific	time.	But	it	doesn’t	say	anything	specific	about	it	in	the	

abstracts.	

	

	

b)	

𝑜𝑛 − 𝑡𝑖𝑚𝑒	𝑔𝑟𝑎𝑑𝑢𝑡𝑖𝑜𝑛	𝑟𝑎𝑡𝑒𝑠%A = 𝛽( − 𝛽*𝑠𝑤𝑖𝑡𝑐ℎ𝑡𝑜𝑠𝑒𝑚𝑒𝑠𝑡𝑒𝑟%A + 𝑢%A	

𝑓𝑖𝑟𝑠𝑡 − 𝑦𝑒𝑎𝑟	𝑔𝑟𝑎𝑑𝑒𝑠%A = 𝛽( − 𝛽*𝑠𝑤𝑖𝑡𝑐ℎ𝑡𝑜𝑠𝑚𝑒𝑠𝑡𝑒𝑟%A + 𝑢%A	

𝑒𝑛𝑟𝑜𝑙𝑙𝑖𝑛𝑔𝑓𝑢𝑙𝑙𝑐𝑜𝑢𝑟𝑠𝑒%A = 𝛽( − 𝑠𝑤𝑖𝑡𝑐ℎ𝑡𝑜𝑠𝑒𝑚𝑒𝑠𝑡𝑒𝑟%A + 𝑢%A	

𝑡𝑖𝑚𝑖𝑛𝑔𝑜𝑓𝑚𝑎𝑗𝑜𝑟𝑐ℎ𝑜𝑖𝑐𝑒%A = 𝛽( − 𝑠𝑤𝑖𝑡𝑐ℎ𝑡𝑜𝑠𝑒𝑚𝑒𝑠𝑡𝑒𝑟%A + 𝑢%A	

As	clearly	seen,	the	independent	variable	is	switching	from	quarters	to	semesters.	It	is	found	

switching	to	semesters	negatively	impacts	on-time	graduation	rates.	It	is	also	found	that	

shifting	to	a	semester	lowers	first-year	grades,	decreases	the	probability	of	enrolling	in	a	full	

course	load	and	delays	the	timing	of	major	choice.	Therefore,	the	sign	in	front	of	switch	to	

semester	(independent	variable)	is	minus.	It	has	a	negative	impact	on	the	dependent	

variables,	on-time	graduation	rates,	first-year	grades,	probability	of	enrolling	in	a	full	course	

load	and	timing	of	major	choice.	In	the	abstracts,	they	say	that	they	use	panel	data.	They	

check	people´s	dependent	variable	when	there	are	quarters	and	when	there	are	semesters.	

That	is	why	I	am	using	it	as	subscripts.		

	

	

3	Estimation	in	Stata	

	

a)	
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log	(𝑤𝑎𝑔𝑒) = 1.0235 + 0.069𝑒𝑑𝑢𝑐 + 0.0202𝑚𝑜𝑡ℎ𝑒𝑑𝑢𝑐 + 0.0148𝑓𝑎𝑡ℎ𝑒𝑑𝑢𝑐

+ 0.101𝑢𝑟𝑏𝑎𝑛	

	

The	results	suggest	that,	all	else	equal:	

𝜷𝟎, 𝟏. 𝟎𝟐𝟑𝟓, 𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕:	If	educ,	motheduc	and	fatheduc	is	the	lowest	grade	and	doesn’t	

live	in	urban	area	then	we	expect	wage	to	be	approximately	to	be	1.02	dollars	per	hour.		

𝜷𝟏, 𝟎. 𝟎𝟔𝟗, 𝒆𝒅𝒖𝒄 ∶	An	increase	of	a	higher	grade,	educ	are	expected	to	increase	hourly	wage	

by	6,9	percent	(0,069*100%).		

𝜷𝟐, 𝟎. 𝟎𝟐𝟎𝟐,𝒎𝒐𝒕𝒉𝒆𝒅𝒖𝒄 ∶	An	increase	of	a	higher	grade	of	highest	grade	by	the	mother	is	

expected	to	increase	hourly	wage	by	2,02	percent	(0,0202*100%).	

𝜷𝟑, 𝟎. 𝟎𝟏𝟒𝟖, 𝒇𝒂𝒕𝒉𝒆𝒅𝒖𝒄 ∶	An	increase	of	a	higher	grade	of	highest	grade	by	the	father	is	

expected	to	increase	hourly	wage	by	1,48	percent	(0,0148*100%).	

𝜷𝟒, 𝟎. 𝟏𝟎𝟏, 𝒖𝒓𝒃𝒂𝒏 ∶		If	the	working	man	has	residence	in	an	urban	area,	then	we	expect	

hourly	wage	to	increase	by	10,1	percent	(0,101*100%).	

	

b)		
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Testing	procedure	

1.	Specify	H0	and	HA	

𝑯𝟎:𝜷𝟒 = 𝟎,	Living	in	an	urban	are	doesn’t	impact	hourly	wage		

𝑯𝑨:𝜷𝟒 ≠ 𝟎,	Living	in	an	urban	area	has	a	impact	on	hourly	wage.		

	

P-value	is	the	smallest	level	where	we	can	reject	the	null	hypothesis.	In	Stata,	they	calculate	

the	t-value	by	checking	against	the	null	hypothesis	stated.	They	then	calculate	the	p-value	

for	the	t-value.	It	then	calculates	for	the	smallest	significance	level	for	which	we	can	reject	

H0.	

When	using	the	p-value	reported	in	Stata,	we	can	compare	the	significance	level	and	the	p-

value	reported	in	Stata.	When:	

𝛼	(𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒	𝑙𝑒𝑣𝑒𝑙) > 𝑝 − 𝑣𝑎𝑙𝑢𝑒	

Then	we	reject	the	null	hypothesis.	

If	we	have	the	opposite:	

𝛼	 𝑠𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒	𝑙𝑒𝑣𝑒𝑙 < 𝑝 − 𝑣𝑎𝑙𝑢𝑒	

Then	we	fail	to	reject	the	null	hypothesis.	

In	Stata,	p-value	for	urban	is	0.114.	This	means	that	we	can	reject	the	null	hypothesis	at	the	

lowest	significance	level	of	0,114	or	11,4%.	We	can	set	a	very	high	significance	level,	for	

example	20%	and	we	will	reject	the	null	hypothesis.	This	means	that	urban	is	statistically	

significant.	

0.2 > 0.114	
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But	setting	such	a	high	significance	level	isn’t	of	much	help.	Checking	the	alternative	

hypothesis	with	a	lower	significance	level	is	much	better.	Therefor	we	set	a	significance	level	

of	10%,	0,01.	Remember	that	we	are	checking	against	a	two-sided	test.	We	check	the	

significance	level	against	the	p-value.	

0.1 < 0.114	

The	p-value	is	larger	than	the	significance	level.	This	means	the	we	fail	to	reject	the	null	

hypothesis	with	10%	significance	level.	We	don’t	have	enough	evidence	that	living	in	an	

urban	area	has	an	impact	on	hourly	wages.	

	

c)	

Since	I	am	testing	mother	and	father	education	have	a	joint	effect	I	need	to	use	F-test.	

Testing	procedure	for	F-statistic	

1.	Specify	H0	and	HA	

𝑯𝟎:𝜷𝟐, 𝜷𝟑 = 𝟎,	Mother	and	father	education	doesn’t	have	any	effect	on	individual	wages.	

𝑯𝑨: 𝒏𝒐𝒕	𝑯𝟎,	Mother	and	father	has	a	jointly	effect	on	individual	wages	in	some	form.	

	



27.05.2021	 10019	 SØK1005	

	 6	of	14	

	

	

2.	Define	the	F-statistics	(F-stat)	

𝑭 − 𝒔𝒕𝒂𝒕 =

𝑺𝑺𝑹𝒓 − 𝑺𝑺𝑹𝒖𝒓
𝒒

𝑺𝑺𝑹𝒖𝒓
𝒏 − 𝒌 − 𝟏

=
𝑺𝑺𝑹𝒓 − 𝑺𝑺𝑹𝒖𝒓

𝑺𝑺𝑹𝒖𝒓
∗
𝒏 − 𝒌 − 𝟏

𝒒
	

or	

𝑭 − 𝒔𝒕𝒂𝒕 =
𝑹𝒖𝒓𝟐 − 𝑹𝒓𝟐

𝟏 − 𝑹𝒖𝒓𝟐
∗
𝒏 − 𝒌 − 𝟏

𝒒
	

	

𝑹𝒖𝟐 = 	𝟎. 𝟏𝟔𝟑𝟔		
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𝑹𝒓𝟐 = 	𝟎. 𝟏𝟒𝟔𝟓		

𝒏 =	496	observations	

𝒌 =	4	parameters	in	the	unrestricted	regression	

𝒒 =	2	restrictions	in	the	restricted	regression	

	

𝑭 − 𝒔𝒕𝒂𝒕 =
𝑹𝒖𝒓𝟐 − 𝑹𝒓𝟐

𝟏 − 𝑹𝒖𝒓𝟐
∗
𝒏 − 𝒌 − 𝟏

𝒒
=
𝟎. 𝟏𝟔𝟑𝟔 − 𝟎. 𝟏𝟒𝟔𝟓

𝟏 − 𝟎. 𝟏𝟔𝟑𝟔
∗
𝟒𝟗𝟔 − 𝟒 − 𝟏

𝟐
= 𝟓. 𝟎𝟏𝟗	

	

	

3.	Define	the	distribution	𝑭 − 𝒔𝒕𝒂𝒕~𝑭𝒒,			𝒏�𝒌�𝟏	

We	have	a	F-distribution.	Our	model	has	n=496	observations,	k	=	4	variables	and	q	=	2	

restrictions.	

𝑭𝑺~𝑭𝟐,			𝟒𝟗𝟔�𝟒�𝟏 = 	𝑭𝑺~𝑭𝟐,			𝟒𝟗𝟏		

	

4.	Define	the	rejection	region	based	on	a	significance	level	

I	want	to	test	with	a	5%	significance	level.	This	is	the	usual	significance	level	to	use.	

The	rejection	region	is:	

	𝐹 − 𝑠𝑡𝑎𝑡 > 𝑐	

𝐹 − 𝑠𝑡𝑎𝑡 > 2.9957	

5.019 > 2.9957	

	

5.	Conclude	

Since	F-stat	>	c,	we	can	reject	the	null	hypothesis	with	a	significance	level	of	5%.	We	can	

conclude	that	we	have	enough	evidence	to	say	that	mother	and	father	education	are	jointly	

statistically	significant	related	to	individual	wages	in	some	form.	It	seems	that	parents’	

education	effects	in	one	form	or	another	individual	wage.	
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d)	

	
	

	

There	are	several	ways	to	answer	if	motheduc	and	fatheduc	are	individually	significant.	I	can	

look	at	the	p-value	for	the	variables	and	compare	it	to	a	significance	level	or	check	with	the	

95%	confidence	level.	

	

Motheduc:	

It	has	a	p-value	of	0.104.	It	means	we	can	reject	the	null	hypothesis	at	a	lowest	significance	

level	of	10.4%	for	a	two-tailed	test.	Since	State	check	these	hypothesis:	

𝑯𝟎:𝜷𝟐 = 𝟎	

𝑯𝑨:𝜷𝟐 ≠ 	𝟎	

That	is	why	it	is	a	two-tailed	test.		

As	stated	earlier,	we	can	compare	significance	level	with	the	p-value	to	see	if	motheduc	or	

fatheduc	are	individually	significant.	

I	want	to	check	for	a	significance	level	of	10%.	

0.104 > 0.1	

This	means	that	motheduc	is	individually	insignificant,	therefor	we	fail	to	reject	the	null	

hypothesis.	It	seems	that	motheduc	doesn’t	have	an	effect	on	individual	wage.	

	

Fatheduc:	
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It	has	a	p-value	of	0.102.	So	here	again,	we	compare	the	significance	level	with	the	p-value.	

The	p-value	is	larger	than	the	significance	level.	

0.102 > 0.1	

Fatheduc	is	individually	insignificant.	We	fail	to	reject	the	null	hypothesis.	It	seems	that	

fatheduc	don´t	have	an	effect	on	individual	wage.	

	

Another	way	to	test	individually	significant,	is	to	check	if	the	null	hypothesis	is	within	the	

confidence	interval	that	is	stated	in	Stata.	

𝑯𝟎:𝜷𝟐 = 𝟎	

If	zero	is	within	the	confidence	interval	then	we	fail	to	reject	the	null	hypothesis.	If	it	is	not	in	

the	confidence	level,	then	we	can	reject	the	null	hypothesis.	And	seen	in	the	State	table,	

zero	is	within	the	confidence	interval	for	both	variables.	We	therefore	fail	to	reject	the	null	

hypotheses.	

	

e)	

I	would	say	they	are	compatible.	When	doing	a	regression/OLS,	we	want	to	find	the	specific	

effect	xi	has	on	y.	When	doing	a	regression,	the	procedure	will	net	out/partialled	out	the	

effect	different	x´s	have	in	common	on	y.	We	found	out	that	motheduc	and	fatheduc	wasn’t	

individually	significant,	but	jointly	significant.	It	seems	that	motherduc	and	fatheduc	

correlate/overlapa	bit.	There	is	high	collinearity	between	the	two	variables.	Their	specific	

effect	on	individual	wages	isn’t	much	and	therefore	isn’t	individually	significant.	Their	joint	

effect	(overlap	part)	gets	partialled	out	in	a	student-test.	When	doing	a	F-test,	the	test	will	

capture	their	joint	effect	on	individual	(overlapped	part).	That	is	why	they	are	jointly	

significant	but	not	individual	significant.		

	

In	the	figure,	I	didn’t	draw	the	in	the	other	variables,	because	it	will	ruin	the	intuition	and	

make	it	messier.		
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4	Interpretation	of	an	empirical	analysis.	

	

a)	

The	results	suggest	that,	all	else	equal:	

𝜷𝟏, 𝟎. 𝟒𝟑𝟔, 𝒍𝒐𝒈	𝒉𝒆𝒂𝒍𝒕𝒉	𝒆𝒙𝒑𝒆𝒏𝒅𝒊𝒕𝒖𝒓𝒆𝒔:	This	a	log-log-model.	Which	means:	

𝛽* =

𝑑𝑦
𝑦
𝑑𝑥
𝑥
=
𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑐ℎ𝑎𝑛𝑔𝑒	𝑖𝑛	𝑦
𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑐ℎ𝑎𝑛𝑔𝑒	𝑖𝑛	𝑥

	

A	change	by	one	percent	in	x	equals	a	𝛽*%	change	in	y.		

	An	increase	in	health	expenditures	by	1%	is	expected	to	increase	circulatory	diseases	by	

0.436%	(0.436%).		

𝜷𝟐, 𝟎. 𝟐𝟔𝟓, 𝒍𝒐𝒈	𝒖𝒏𝒆𝒎𝒑𝒍𝒐𝒚𝒎𝒆𝒏𝒕:	An	increase	in	unemployment	by	1%	is	expected	to	

increase	circulatory	diseases	by	0.265%	(0.265%).	
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b)	

	

𝑅0	is	a	measure	of	how	much	our	model	explain	the	dependent	variable	by	using	total	

variations	in	y	that	is	explained	by	x.	We	can	state	the	formula	for	𝑅0as:	

𝑅0 =
𝑆𝑆𝐸
𝑆𝑆𝑇

=
𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑	𝑠𝑢𝑚	𝑜𝑓	𝑠𝑞𝑢𝑎𝑟𝑒𝑑
𝑡𝑜𝑡𝑎𝑙	𝑠𝑢𝑚	𝑜𝑓	𝑠𝑞𝑢𝑎𝑟𝑒𝑠

	

When	thinking	of	Ballantine	diagrams,	we	what	to	capture	the	specific	effect	x	has	on	y.	The	

more	specific	overlap	between	a	x	variable	and	y	variable	the	higher	the	𝑅0	gets.		

	

I	wouldn’t	necessary	agree	with	the	Department	of	health.	Adding	another	variable	will	most	

likely	increase	R-squared	since	more	of	the	y	diagram	is	overlapped	with	the	new	variable.		

Just	comparing	the	two	R-squared,	it	goes	from	11%	to	27%.	Model	2	captures	27%	on	the	

effect	on	y.	It	isn’t	much,	but	better	than	11%.	The	question	we	need	to	answer	is	how	

important	is	the	new	variable?	In	this	case,	it	is	log	of	the	unemployment	rate.	Adding	this	

variable,	does	it	have	an	impact	of	circulatory	diseases?	Is	it	a	right	variable	to	include	to	use	

for	their	policy	conclusions?	Adding	a	variable	will	increase	R-squared,	but	that	doesn’t	

mean	with	should	use	the	model	with	the	highest	R-squared,	since	in	the	real	world	the	

variable	might	not	be	realistic	significant.	Unemployment	might	increase	circulatory	

diseases,	since	people	won´t	work	and	get	the	“brain-exercise”	by	working.	Or	being	

employed	might	stress	people	or	get	people	to	eat	fast	food	since	they	are	exhausted	from	

work.	Therefore,	it	might	increase	peoples	chance	of	getting	circulatory	diseases.	I	therefor	

disagree	with	the	views	of	the	Department	of	Health.	The	model	of	2	isn’t	an	appropriate	

model	to	use.	I	would	argue	that	model	2	is	close	to	the	model	3.	See	figure	under.	Under	I	

have	drawed	some	Ballentine	figures	around	this	problem.	Figure	2	has	non	correlation	

between	x_1	and	x_2.	While	figure	1	has	some	correlation	between	x´s	and	high	overlap	

with	y.	If	unemployment	would	have	high	effect	on	diseases,	it	would	look	something	like	

figure	1.		
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c)	

These	dummy	variables	capture	each	municipality	circulatory	diseases,	health	expenditures	

and	unemployment.	We	will	therefore	get	more	observations.	They	capture	average	

differences	in	circulatory	diseases	across	municipality.	A	reason	for	including	them	is	to	see	

how	health	expenditures	and	unemployment	effect	circulatory	diseases	at	a	municipality	

level.	It	allows	circulatory	diseases	to	vary	on	average	across	municipalities.	By	including	

them	the	Department	of	health	can	look	at	the	intercept	for	each	municipality,	but	the	

effect	the	independent	variables	on	the	dependent	variables	are	the	same.	Rather	than	

deciding	a	policy	for	the	whole	of	Norway,	they	can	set	the	new	policy	conclusions	after	

what	they	find	from	the	new	model	with	dummy	variables	for	each	municipality.		
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5	Theory	question	

	

I	would	make	simulations	(Monte	Carlo)	in	Stata	with	their	dataset.	I	would	like	to	take	

different	random	samples	from	their	dataset.	I	would	then	collect	the	different	𝛽´s	and	then	

take	the	average	of	all	the	different	𝛽´s	to	see	the	effect	total	number	of	5G	operators	has	

on	Covid	cases.	By	doing	this,	I	use	the	central	limit	theorem.	I	take	a	sample	of	the	dataset.	

Find	the	𝛽	and	collect	it.	Then	I	take	another	sample	of	the	dataset.	Remember	it	must	be	

random.	Find	the	𝛽	and	collect	it.	Then	after	doing	this	x	amount	of	times.	I	would	

recommend	doing	it	many	times.	200,	1000	maybe.	I	can	use	State	to	create	a	loop	to	collect	

the	different	𝛽´𝑠.	

	

Before	doing	the	process	of	collecting	the	data,	we	need	some	assumptions	to	hold	for	this	

to	work.	

I	assume	it	is	a	single	linear	regression	

𝑐𝑜𝑣𝑖𝑑𝑐𝑎𝑠𝑒𝑠% = 𝛽( + 𝛽*𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	5𝐺	𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟𝑠 + 𝑢% 	

𝑐𝑜𝑣𝚤𝑑𝑐𝑎𝑠𝑒𝑠� = 𝛽( + 𝛽*𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	5𝐺	𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟𝑠	

SLR.1	

The	model	is	to	be	linear	in	the	parameters.	As	seen	over	it	is.	

	

SLR.2	

The	dataset	must	be	randomly	sampled.	This	implies	that	each	i	has	the	same	probability	of	

being	selected.	By	getting	rid	of	the	countries	that	doesn’t	report	Covid	cases	since	data	

aren’t	collected,	breaks	this	assumption.	The	estimation	of	the	𝛽	will	be	biased,	since	we	

have	removed	a	section	of	our	observations.	The	bias	is	likely	to	be	in	the	downward	

direction	and	the	intercept	will	increase.		

	

SLR.3	

There	needs	to	be	enough	variability	in	the	𝑥%.		

𝑉 𝑥% ≠ 0	

This	is	because	

𝛽* =
𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒��
𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒_𝑥
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The	estimated	beta	will	be	zero.	I	assume	that	the	dataset	has	variability	in	covid	cases.	

Highly	unlikely	that	each	country	has	the	same	amount	of	covid	cases.		

	

SLR.4	

𝐸 𝑢 𝑥% = 0	

What	this	means	is	that	the	average	value	of	the	error	term	is	zero	across	different	x-values	

of	the	population.	And	it	means	that	error	term	and	x	doesn’t	correlate.	This	assumption	is	

most	likely	broken.	There	might	be	other	variables	that	are	in	the	error	term	that	effect	the	

amount	covid	cases.	Other	variables	outside	the	model,	is	correlated	with	other	variables	

and	the	dependent	variable.	Example,	the	population	in	the	country	might	effect	number	of	

5	operators	and	the	amount	of	covid	cases.	Not	all	countries	has	5G	yet.		

	

SLR.5	

Homoskedacitiy,	which	means	same	variability:	

𝑉 𝑢 𝑥% = 𝜎0	

The	variability	of	error	across	x	needs	to	be	constant.	This	is	most	likely	broken.	Some	

countries	have	a	high	population,	but	not	a	lot	of	covid	cases.	And	vise	versus.	

	

SLR.6	

Normality	and	it	states	that	the	error	term	has	a	normal	distribution	as:	

𝑢~𝑁(0, 𝜎0)	

If	SLR.4	or	SLR.5	is	broken	then	SLR.6	is	broken.		

	

Under	these	assumptions,	the	OLS	estimator	is	unbiased.	The	procedure	is	described	over	

would	work.	It	is	the	procedure	that	is	unbiased	under	these	assumptions,	it	is	not	the	

estimation	from	different	samples	are	not	unbiased.	Therefore,	we	create	a	loop	as	

mentioned	over	to	get	the	estimated	unbiased	estimator,	but	it	would	be	biased	since	some	

observations	are	gone.	If	none	of	the	assumptions	were	broken	and	had	data	on	all	

countries,	then	we	could	find	the	best	linear	unbiased	estimator	(BLUE)	and	find	the	effect	

of	5G	operators	on	covid	cases.		

		


